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a b s t r a c t

For every graph G, let σ2(G) = min{d(x)+ d(y) : xy 6∈ E(G)}. The main result of the paper
says that everyn-vertex graphGwithσ2(G) ≥ 4n

3 −1 contains each spanning subgraphH all
whose components are isomorphic to graphs in {K1, K2, C3, K−4 , C

+

5 }. This generalizes the
earlier results of Justesen, Enomoto, andWang, and is a step towards an Ore-type analogue
of the Bollobás–Eldridge–Catlin Conjecture.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Two n-vertex graphs G1 and G2 are said to pack if there exist injective mappings of their vertex sets onto [n] such that
the images of the edge sets do not intersect. In a similar way, one can define the packing of more than two graphs.
The study of extremal problems on packings of graphs was started in the 1970s by Bollobás and Eldridge [3], Sauer and

Spencer [18], and Catlin [5].
Sauer and Spencer [18] proved that two n-vertex graphs pack if the product of their maximum degrees is less than n/2. Kaul

and Kostochka [14] characterized the pairs of n-vertex graphs with the product of maximum degrees exactly n/2 that do
not pack.
The following BEC-conjecture (one of the main conjectures in the area) was posed in 1978 by Bollobás and Eldridge [3],

and independently by Catlin [6].

Conjecture 1. Let G1 and G2 be n-vertex graphs with maximum degrees∆1 and∆2, respectively. If (∆1+ 1)(∆2+ 1) ≤ n+ 1,
then G1 and G2 pack.

By definition, graphs G1 and G2 pack if and only if G1 contains the complement G2 of G2. In the containment language,
the BEC-conjecture states that every n-vertex graph G with minimum degree δ contains each n-vertex graph H such that
(n− δ)(∆(H)+ 1) ≤ n+ 1.
This conjecture is proved to be true only for some limited classes of graphs, see [1,2,8,4,15]. In particular, Aigner and

Brandt [1], and independently Alon and Fisher [2] (for n sufficiently large), proved the special case∆(H) ≤ 2:

Theorem 1. If G is an n-vertex graph with δ(G) ≥ (2n− 1)/3, then G contains each n-vertex graph H with∆(H) ≤ 2.
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Theorem 1 generalizes an earlier result by Corrádi and Hajnal [7], which says that a 3k-vertex graph G with minimum
degree at least 2k contains k disjoint triangles. Another important generalization of the Corrádi–Hajnal result is the
Hajnal–Szemerédi Theorem [12] states that each n-vertex graph G with δ(G) ≥ (1− 1/k)n contains the graph H(n, k) whose
every component is Kk, given that k divides n. This theorem is the partial case of the BEC-conjecture for G2 being the disjoint
union of complete graphs of the same size.
The above-mentioned results have the spirit of Dirac’s Theorem [9] (which says that every n-vertex graphwithminimum

degree at least n/2 contains a hamiltonian cycle) in the sense that these results guarantee the existence of some subgraph if
the minimum degree of the graph is large enough. Ore [17] gave a different sufficient condition for hamiltonicity: he proved
that every n-vertex graph Gwith

σ2(G) = min
xy6∈E(G)

{deg(x)+ deg(y)} ≥ n

contains a hamiltonian cycle. Justesen [13] proved anOre-type version of the Corrádi–Hajnal Theoremby showing that every
n-vertex graph Gwith σ2(G) ≥ 4n/3 contains bn/3c disjoint triangles. Enomoto [10], and Wang [19] sharpened this result.
In particular, they proved the following.

Theorem 2. For each positive integer k, every 3k-vertex graph G with σ2(G) ≥ 4k− 1 contains k disjoint triangles.

Our main result is the following.

Theorem 3. Each n-vertex graph G with

σ2(G) ≥
4n
3
− 1 (1)

contains all spanning subgraphs whose components are isomorphic to graphs inH = {K1, K2, C3, K−4 , C
+

5 }.

Here C+5 denotes a cycle of length five with a chord. Note that K
−

4 can also be considered as C
+

4 , i.e. a cycle of length four
with a chord.
Condition (1) cannot be weakened. For example, for each integer k ≥ 2, let G(k) denote the complement of the disjoint

union Kk ∪ Kk ∪ Kk−2. Its number of vertices, n(k), is 3k − 2 and σ2(G(k)) = 4k − 4 = 4n(k)−1
3 − 1 which is just 1/3 less

than the lower bound in (1). However, G(k) does not contain the graph H(k) which is the disjoint union of k − 1 triangles
and a single vertex. It particular, Theorem 3 generalizes and extends the above-mentioned results of Justesen, Enomoto and
Wang.
Theorem 3 is also a step towards an Ore-type analogue of the BEC-conjecture. We state and discuss this analogue in the

next section in terms of graph packing. In Section 3 we present some technical results on the existence of some subgraphs
in dense graphs on at most 12 vertices. The proofs in this section can be omitted at first reading. In Section 4 we prove the
following weakening of Theorem 3.

Theorem 4. Each n-vertex graph G with

σ2(G) ≥
4n
3
− 1

contains all spanning subgraphs whose components are isomorphic to graphs inH1 = {K1, K2, C3, K−4 }.

In Section 5 we prove two auxiliary statements, and in the final section we prove the main result. The idea of the proofs
of most results below is as follows. We have a graph G satisfying (1) and a graph H that we want to show to be embeddable
into G. We also know that G contains another graph H ′ that is obtained from H by replacing one (small) component, say F ,
with a bit ‘simpler’ component F ′. Using (1), we show that there is some embedding f : V (H ′) → V (G) of H ′ into G such
that there are ‘many’ edges in G between f (V (F ′)) and the image of some other component F ′′ of H ′. Then we prove that
under these conditions G[f (V (F ′)) ∪ f (V (F ′′))] contains vertex-disjoint copies of F and F ′′.
The notation used is mostly from [20]. Let G be a graph. ForW ,U ⊆ V (G), e(W ,U) is the number of edges connecting

W with U . ForW ⊆ V (G) and x ∈ V (G), NW (x) is the set of neighbors of x inW and dW (x) = |NW (x)|. Also, G[x1, . . . , xk]
(respectively, G[W − x1− · · · − xk+ y1+ · · · + yl]) denotes the subgraph of G induced by the set {x1, . . . , xk} (respectively,
by the setW ∪ {y1, . . . , yk} \ {x1, . . . , xk}).

2. A graph packing conjecture

Asmentioned in the introduction, a graphG contains a graphH if and only ifH packswith the complementG ofG. Ore-type
conditions lookmore natural for packing graphs than for embedding graphs. Indeed, let θ(G) = maxxy∈E(G){deg(x)+deg(y)}.
In terms of θ , Ore’s Theorem claims that every n-vertex graph Gwith θ(G) ≤ n− 2 packs with the cycle Cn of length n. Note
that θ(G) = ∆(L(G))+ 2,where L(G) is the line graph of G. By definition, for every graph G,

∆(G)+ δ(G) ≤ θ(G) ≤ 2∆(G). (2)
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In [16] Dirac-type packing results of Sauer and Spencer [18] andKaul andKostochka [14]mentioned abovewere extended
to the following Ore-type result.

Theorem 5. If two n-vertex graphs G1 and G2 satisfy θ(G1)∆(G2) ≤ n, then G1 and G2 pack, with the following exceptions:
(I) G1 is a perfect matching and G2 is either Kn/2,n/2 with n/2 odd or contains Kn/2+1;
(II) G2 is a perfect matching and G1 is either Kr,n−r with r odd or contains Kn/2+1.

In [15] we posed the following conjecture which by (2) extends the BEC-Conjecture.

Conjecture 2. If G1 and G2 are n-vertex graphs and (0.5θ(G1)+ 1)(∆(G2)+ 1) ≤ n+ 1, then G1 and G2 pack.

Theorem 3 implies the partial case of Conjecture 2 when every component of G2 is a cycle of length at most five or a short
path.

Remark. One of the referees suggested to consider an Ore-type analogue of the result by Fan and Kierstead [11] that every
n-vertex graph Gwith δ(G) ≥ (2n− 1)/3 contains the square of a hamiltonian path. That would be a challenging problem.

3. On small dense graphs with a C4-subgraph

In this section we present some technical facts on the existence of K−4 -subgraphs in small (on at most 12 vertices) dense
graphs. The reader can skip it at first reading.

Lemma 1. Let V1 and V2 be disjoint vertex subsets of a graph F such that F1 = F(V1) = K3, F2 = F(V2) is the 4-cycle y1y2y3y4
and e(V1, V2) ≥ 9. If each vertex in V2 is adjacent to some vertex in F1, then V1 ∪ V2 can be partitioned into two sets V ′1 and V

′

2
such that F(V ′1) is K3 and F(V

′

2) contains K
−

4 .

Proof. Let V1 = {x1, x2, x3}. First suppose that some xi is adjacent to every vertex in V2. Some vertex yj is adjacent to at least
d9/4e = 3 vertices in V1. Then F(V1 − xi + yj) = K3 and F(V2 − yj + xi) = K−4 .
The only other possibility is that each vertex in V1 has exactly 3 neighbors in V2. Suppose that NV2(x1) = V2 − y4. If both

x2 and x3 are neighbors of y4, thenwe let V ′1 = V1−x1+y4 and V
′

2 = V2−y4+x1. So, we can assume that NV2(x2) = V2−y4.
Then under conditions of the lemma, x3y4 ∈ E(F). Vertex x3 must also be adjacent to some y ∈ {y1, y3}, say to y1. Then we
let V ′1 = {x3, y1, y4} and V

′

2 = {x1, x2, y2, y3}. �

Lemma 2. Let V1 and V2 be disjoint vertex subsets of a graph F such that
(a) V1 = {x1, x2, x3, x4}, and F1 = F(V1) = K4;
(b) F2 = F(V2) is the 4-cycle y1y2y3y4;
(c) |EF (V1, V2)| ≥ 11.
If F(V1 ∪ V2) does not contain two vertex-disjoint copies of K−4 , then there are x4 ∈ V1 and y4 ∈ V2 such that
(i) NF2−y4(x1) = NF2−y4(x2) = NF2−y4(x3) = {y1, y2, y3};
(ii) y4 has at most one neighbor in V1 and |EF (V1, V2)| = 11.

Proof. Assume that V1 and V2 satisfy conditions (a)–(c), but F(V1 ∪ V2) does not contain two vertex-disjoint copies of K−4 .
First we prove that

dF2(xi) ≤ 3 for each i. (3)

Indeed, if dF2(xi) = 4, then we can choose some y ∈ V2 with dF1(y) ≥ 3 and let F
′

1 = F(V1− xi+ y) and F
′

2 = F(V2+ xi− y).
Assume that y4 has the fewest neighbors in V1.
CASE 1: dV1(y4) = 0. By (c), at least 3 vertices in V1 have three neighbors in V2, each. Thus in this case both (i) and (ii)

hold.
CASE 2: dV1(y4) = 1. Suppose x4y4 ∈ E(F). By (c), every y ∈ V2 − y4 has dV1(y) ≥ 2. Hence if dV2(x4) = 3, then we get

two vertex-disjoint copies of K−4 by switching x4 with its non-neighbor y ∈ V2. If dV2(x4) ≤ 2, by (c), each of x1, x2, x3 has
exactly 3 neighbors in V2, i.e. (i) holds. Also there must be equality in (c), so (ii) also holds.
CASE 3: dV1(y4) ≥ 2. By (c) and (3), some x ∈ V1 has exactly 3 neighbors in V2. Then switching xwith its non-neighbor y

in V2, we obtain two vertex-disjoint copies of K−4 , a contradiction. This finishes the proof. �

Lemma 3. Let V1 and V2 be disjoint vertex subsets of a graph F such that
(a) V1 = {x1, x2, x3, x4}, and F1 = F(V1) = K−4 with x1x4 6∈ E(F);
(b) F2 = F(V2) is the 4-cycle y1y2y3y4;
(c) |EF (V1, V2)| ≥ 11.
If F(V1 ∪ V2) does not contain two vertex-disjoint copies of K−4 , then either F(V1 ∪ V2) contains a copy of K4 and disjoint

from it copy of C4, or there are x ∈ {x2, x3} and y4 ∈ V2 such that
(i) NF2−y4(x

′) = {y1, y2, y3} for each x′ ∈ V1 − x;
(ii) y4 and y2 have no common neighbors in V1.
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Fig. 1.

Proof. Assume that y4 has the fewest neighbors in V1.
CASE 1: dV1(y4) = 0 (see Fig. 1). By (c), at least 3 vertices in V1 have three neighbors in V2, each. So, if (i) does not hold,

then we may assume that x4 has exactly two neighbors in V2 − y4, and every other x ∈ V1 is adjacent to all y1, y2, and y3.
If x4y2 ∈ E(F), then switching y2 with x1 we obtain a copy of K4 and a disjoint from it 4-cycle. Otherwise, x4y1, x4y3 ∈ E(F)
and we get a copy of K4 and a disjoint from it 4-cycle by switching y2 with x4.
CASE 2: dV1(y4) = 1. Suppose xiy4 ∈ E(F).
Subcase 2.1: dV2(xi) ≥ 3. Define y to be the non-neighbor of xi in V2 if dV2(xi) = 3 or any y ∈ V2 with 4 neighbors in V1

otherwise. Note that such y exists by (c) when dV1(y4) = 1. We try to switch xi with y. We do not get two disjoint copies of
K−4 or a copy of K4 and a copy of C4 only if dV2(xi) = 3, y has exactly two neighbors in V1 and F1− xi is not a K3. In particular,
we may assume that i = 2. Also from (c) we conclude that dV1(y

′) = 4 for both y′ ∈ V2 − y4 − y. By the symmetry between
y1 and y3, we may assume that y3 ∈ V2− y4− y. By the symmetry between x1 and x4, we may assume that x1y ∈ E(F). Then
either of F [y3, y4, x2, x4] and F [y1, y2, x1, x3] contains K−4 .
Subcase 2.2: dV2(xi) ≤ 2. By (c), dV2(xi) = 2 and each x ∈ V1 − xi is adjacent to y1, y2, and y3. Thus (i) holds, unless

i ∈ {1, 4}. Suppose, i = 4. Then we have F [x1, x2, y1, y2] = K4 and the 4-cycle (x3, y3, y4, x4). So, we only need to prove (ii)
in the case i ∈ {2, 3}. Suppose that i = 3 and x3y2 ∈ E(F). Then F [V1−x1+y2] = K4 and F [V2−y2+x1] = C4. This proves (ii).
CASE 3: dV1(y4) ≥ 2.
Subcase 3.1: dV2(x1) ≥ 3. Switch x1 with its non-neighbor y in V2, if dV2(x1) = 3, and with any y ∈ V2, otherwise. In both

cases we obtain two K−4 .
By the symmetry between x1 and x4, the remaining case is the following.
Subcase 3.2: dV2(x1) ≤ 2 and dV2(x4) ≤ 2. By (c), we can assume that dV2(x2) = 4. If dV1(y) = 4 for some y ∈ V2, then

we switch x2 with y and get two K−4 . Otherwise, we can assume that

dV1(y1) = dV1(y2) = dV1(y3) = 3. (4)

By the symmetry between x1 and x4, we can assume that x1y3 ∈ E(F). Then F [x1, x2, y3, y4] has at least five edges. If
F [y1, y2, x3, x4] also has at least five edges, then we are done. Otherwise, by (4) both y1 and y2 are adjacent to x1, a con-
tradiction to dV2(x1) ≤ 2. �

Lemma 4. Let V1, V2, and V3 be disjoint vertex subsets of a graph F such that
(a) V1 = {x1, x2, x3, x4}, and F1 = F(V1) ⊃ K−4 with x1x4 possibly not in E(F);
(b) F2 = F(V2) is the 4-cycle y1y2y3y4;
(c) F3 = F(V3) ∈ {K1, K2, C3, K4, K−4 };
(d) NF2(x1) = NF2(x2) = NF2(x4) = {y1, y2, y3}.
If

dF3(y1)+ dF3(y3)+ 2(dF3(y2)+ dF3(y4)) > 4|V3|, (5)

then V1 ∪ V2 ∪ V3 can be partitioned into sets V ′1, V
′

2 and V
′

3 so that F(V
′

1) and F(V
′

2) contain K
−

4 and F(V
′

3) contains F3.

Proof. By the symmetry between y1 and y3, we will assume that dF3(y1) ≥ dF3(y3).
If F3 = K1 with V (F3) = {u}, then y1, y2, y4 ∈ N(u). Then we have F1, F ′ = {y3} and K−4 ⊆ G[u, y1, y2, y4].
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Suppose F3 = K2 with V (F3) = {u1, u2}. By (5), either F [u1, u2, y1, y2] or F [u1, u2, y3, y4] has at least 5 edges. If it is
F [u1, u2, y1, y2], then we have F1, F ′ with V (F ′) = {y3, y4} and K−4 ⊆ F [u1, u2, y1, y2]. The other possibility is very similar.
If F3 is 3-cycle (z1, z2, z3), then dF3(y2) + dF3(y4) ≥ 4. If dF3(y4) ≥ 2, then G[y4, V (F3)] ⊇ K

−

4 , G[y3, x2, x3, x4] = F
′

1,
and G[x1, y1, y2] = K3. Suppose now that dF3(y4) ≤ 1. Then dF3(y2) = 3 and dF3(y4) = 1. It follows that dF3(y1) = 3 and
dF3(y3) ≥ 2. We may assume that y4z1 ∈ E(G) and y3z2 ∈ E(G). Then F2 ∪ F3 can be decomposed into 3-cycle G[z2, y2, y3]
and G[y1, y4, z1, z3] ⊇ K−4 .
The last case is that F3 is a 4-cycle (with at least one chord) (z1, z2, z3, z4). Then since e({y1, y3}, F3) ≤ 8, dF3(y2) +

dF3(y4) ≥ 5.
If dF3(y2) + dF3(y4) = 5, then dF3(y1) + dF3(y3) ≥ 7, and hence dF3(y1) = 4 and dF3(y3) ≥ 3. Let z ∈ F3 be a common

neighbor of y2 and y4. If zy3 6∈ E(G), then we have three K−4 ’s: G[V (F3)− z + y3], G[y1, y2, z, y4] and F1. On the other hand,
if zy3 ∈ E(G), we also have three K−4 ’s: G[V (F3)− z + y1], G[y2, y3, y4, z] and F1.
The following claim will be helpful.

Claim 1. Suppose that some y ∈ {y1, y3} has a common neighbor, say z1 ∈ F3, with y2. Then y4 has at most two neighbors in
{z2, z3, z4}, and if it has exactly two neighbors in {z2, z3, z4}, then z2z4 6∈ E(F3) (and hence z1z3 ∈ E(F3)).

Proof. Let y′ ∈ {y1, y3} − y. If y4 is adjacent to each of z2, z3, z4, or is adjacent to two of them and z2z4 ∈ E(F3), then we
have three K−4 ’s: F [V (F3)− z1 + y4], F [x1, y, y2, z1] and F [y

′, x2, x3, x4]. �

If dF3(y2)+ dF3(y4) = 8, then dF3(y1) ≥ 1. This contradicts Claim 1.
Suppose that dF3(y2)+ dF3(y4) = 7. In this case, dF3(y1)+ dF3(y3) ≥ 3, and therefore dF3(y1) ≥ 2. Hence y2 and y1 have

a common neighbor, say, z1 in F3. In view of Claim 1, since dF3(y2) + dF3(y4) = 7, we can assume that dF3(y2) = 4 and
z2z4 6∈ E(F3). Then z1z3 ∈ E(F3) and NF3(y1) = {z1, z3}. Furthermore, by symmetry, we may assume that y3z1 ∈ E(F) and
that y4z2 ∈ E(F). In this case, we replace F2 and F3 by F2 − y2 + z1 and F3 − z1 + y2.
Finally, suppose that dF3(y2)+ dF3(y4) = 6. Then dF3(y1)+ dF3(y3) ≥ 5. By Lemma 2 if F(V2 ∪ V3) does not contain two

vertex-disjoint copies of K−4 , then F3 6= K4. By Lemma 3, if F(V2 ∪ V3) does not contain two vertex-disjoint copies of K
−

4 or
a copy of K4 and a copy of C4, then there is a vertex, say z4, in V3 and some yi ∈ V2 such that each y ∈ V2 − yi is adjacent
to each z ∈ V3 − z4 and yi has at most one neighbor in V3. Since dF3(y2) + dF3(y4) = 6, i = 3. Furthermore, in this case
z4z2 ∈ E(F). Then we have the following 3 copies of K−4 : F [x2, x3, x4, y3], F [x1, y1, y2, z1], and F [y4, z2, z3, z4]. �

The next lemma is similar.

Lemma 5. Let V1, V2, and V3 be disjoint vertex subsets of a graph F such that
(a) V1 = {x1, x2, x3}, and F1 = F(V1) = K3;
(b) F2 = F(V2) is the 4-cycle y1y2y3y4;
(c) F3 = F(V3) ∈ {K1, K2, C3, K4, K−4 };
(d) NF2(x1) = NF2(x2) = NF2(x3) = {y1, y2, y3}.
If

dF3(y1)+ dF3(y3)+ 2(dF3(y2)+ dF3(y4)) > 4|V3|, (6)

then V1 ∪ V2 ∪ V3 can be partitioned into sets V ′1, V
′

2 and V
′

3 so that F(V
′

1) is K3, F(V
′

2) contains K
−

4 , and F(V
′

3) contains F3.

The proof of this lemma mimics that of Lemma 4 but is much simpler, so we omit it.

4. Packing 3- and 4-cycles

In this section, we will prove Theorem 4. LetHn be the class of n-vertex graphs whose every component is either K1, or
K2, or K3, or K−4 . LetH

′
n consist of graphs H inHn such that at most one component of H is K2.

It is enough to prove the theorem for graphs inH ′n, since each graph H ∈ Hn is contained in a graph H ′ ∈ H ′n (we can
replace two copies of K2 in H by a copy of K−4 ). Let G satisfy the conditions of the theorem. Suppose, for a contradiction, that
G does not contain some graph inH ′n. Among such ‘bad’ graphs inH ′n choose a graph H0 with fewest components that are
K−4 s. Suppose that H0 has no K

−

4 -components. The following corollary of Theorem 2 handles this case.

Proposition 1. Let H ′′n be the class of n-vertex graphs whose every component is either K1, or K2, or K3, and at most one of these
components is K2. Then every n-vertex graph G with σ2(G) ≥ 4n/3− 1 contains each graph inH ′′n .

Proof. If n = 3k, then the statement directly follows from Theorem 2.
If n = 3k + 1, then σ2(G) ≥ d4(3k + 1)/3 − 1e = 4k + 1 and hence for any vertex v ∈ V (G), graph G − v satisfies

the conditions of Theorem 2. Hence G− v contains each graph inH ′′n−1. On the other hand, if n = 3k+ 1, then at least one
component of any graph H ∈ H ′′n is K1. This settles the case n = 3k+ 1.
If n = 3k− 1, then σ2(G) ≥ d4(3k− 1)/3− 1e = 4k− 2. Adding to G a new vertex z adjacent to each other vertex, we

get a graph G∗ satisfying Theorem 2. Hence G∗ contains k disjoint triangles. It follows that G contains the graph H∗n that has
one K2-component and k− 1 K3-components. But such an H∗n contains each graph inH ′′n . �
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Assume now that H0 contains some K−4 s.

Proposition 2. Let H ′′0 be obtained from H0 by replacing one component K
−

4 with C4. Then G contains H
′′

0 .

Proof. Suppose not. Let H ′0 be the graph obtained from H0 by replacing one component K
−

4 with the graph C3 ∪ K1. By the
choice of H0, G contains H ′0. Among all copies of H

′

0 contained in G choose a copy H with most components K
−

4 embedded
into K4-subgraphs of G.
Choose in H a K3-component with vertex set W = {w1, w2, w3} and a K1-component v. By the choice of H , K−4 6⊆

G[w1, w2, w3, v]. Then v has at most one neighbor inW .
For every U ⊆ V (G), define D(U) = 3dU(v)+ dU(w1)+ dU(w2)+ dU(w3).
CASE 1. D(V (G)) ≥ 3σ2(G). In this case,

D(V (G)) ≥ 3σ2(G)− 7− 3 ≥ 4n− 3− 10 > 4(n− 4),

and hence there is a component of H with vertex set U ⊂ V (G) such that

D(U) > 4|U|. (7)

IfU = {u}, then u has at least two neighbors inW and thus G[W+u] contains K−4 . But then G containsH0, a contradiction.
Suppose thatU = {u1, u2} and G[U] = K2. By (7), v has a neighbor, say, u1 inU . If u2 has at least two neighbors inW , then

G[W + u2] ⊇ K−4 and G[v, u1] = K2, a contradiction to the choice of G. Otherwise, again by (7), vu2 ∈ E(G). Then similarly,
u1 also has at most one neighbor inW , a contradiction to (7).
If G[U] is a triangle, then e(W ,U) ≤ 9, and hence there are at least two edges between v and U . Thus G[U + v] contains

K−4 and G[W ] contains a 3-cycle. Again G contains H0, a contradiction.
Now suppose thatU = {u1, u2, u3, u4} andG[U] ⊇ K−4 with possible non-edge u1u3. By (7), 3dU(v)+e(W ,U) ≥ 17. Since

e(W ,U) ≤ 12, dU(v) ≥ 2. If dU(v) = 2, then u1 or u3 (we may assume u1) has three neighbors inW , thus G[W + u1] = K4
and then by the choice of H , G[U] is also K4. Note that if some non-neighbor of v in U has at least two neighbors inW , then
we again can embed H0 into G. Thus 16 < D(U) ≤ 3dU(v)+ 4− dU(v)+ 3dU(v) = 4+ 5dU(v), and therefore dU(v) ≥ 3,
a contradiction. So dU(v) ≥ 3. If u2, u4 ∈ N(v), then G[U] = K4, since G[NU [v]] contains K4. But then as above each vertex
in U has at most one neighbor in W , and we have 16 < D(U) ≤ 3dU(v) + 4 ≤ 16, a contradiction. So we assume that
u1, u2, u3 ∈ N(v) and u4 6∈ N(v). Then again, every vertex in U has at most one neighbor inW , and we have a contradiction.
CASE 2. D(V (G)) < 3σ2(G). Then v has exactly one neighbor inW , sayw1. By the definition of σ2, d(v)+ d(wi) ≥ σ2(G)

for i = 2, 3, and hence 2dG−W−v(v)+dG−W−v(w2)+dG−W−v(w3) ≥ 2σ2(G)−6 > 8
3 (n−4). Therefore there is a component

of H with vertex set U ⊂ V (G) such that

2dU(v)+ dU(w2)+ dU(w3) >
8
3
|U|. (8)

On the other hand, since D(V (G)) < 3σ2(G), we have d(v)+ d(w1) < σ2(G) and hence

d(w1) < min{d(w2), d(w3)}. (9)

If U = {u}, then u is adjacent to v and to at least one ofw2 andw3. Thus we have a 4-cycle, a contradiction.
If U = {u1, u2} and G[U] = K2, then by (8), 2dU(v)+ dU(w2)+ dU(w3) ≥ 6. Similarly to Case 1, if ui is adjacent to both

w2 and w3, and u3−iv ∈ E(G), then we have disjoint K−4 and K2, a contradiction. Hence, dW−w1(ui) + 2d{v}(u3−i) ≤ 3 for
i = 1, 2. It is possible only if vu1, vu2 ∈ E(G) and each ui has exactly one neighbor in {w2, w3}. If this is the same neighbor,
say w2, then we have G[v, u1, u2, w2] = K−4 and G[w3, w1] = K2. If these neighbors are distinct, say u1w2, u2w3 ∈ E(G),
then G[v, u1, w2, w1] = C4 and G[w3, u2] = K2. Both outcomes contradict the choice of G.
If G[U] = K3, then 2dU(v) ≥ 9− 6 = 3 and so v is adjacent to at least two of the vertices in U . Hence G[U + v] contains

K−4 and G[W ] contains a 3-cycle, a contradiction.
If G[U] = K4, then by (8), 2dU(v) ≥ 11 − 8 = 3 and so dU(v) ≥ 2. If there is u ∈ V (U) such that dW (u) ≥ 2 and

dU−u(v) ≥ 2, then we partition G[W ∪ U + v] into two K−4 : G[W + u] and G[U − u+ v], a contradiction to the choice of G.
Thus the only possibility to satisfy (8) is that dU(v) = 4 and each vertex in U has at most one neighbor inW . Since by (8),
dU(w2)+ dU(w3) ≥ 11− 8 = 3, we may assume that for some u ∈ U , uw3 ∈ E(G) and therefore uw1, uw2 6∈ E(G). By (9),
d(u)+ d(w3) ≥ d(u)+ d(w1) ≥ σ2(G), and hence 3d(u)+ d(w1)+ d(w2)+ d(w3) ≥ 3σ2. Since G[U − u1 + v] = K4, we
come to Case 1, which is resolved.
Finally suppose that U = {u1, u2, u3, u4} and G[U] = K−4 with non-edge u2u4. As in the previous paragraph, dU(v) ≥ 2.

Suppose first that N(v) ∩ U = {ui, ui+1} for some i, say, for i = 1. Then by (8), dU(w2) + dU(w3) ≥ 7. In particular,
dU−u2(wj) ≥ 2 for j = 2, 3 andwemay assume thatw3u2 ∈ E(G). Then G[U−u2+w2] contains K

−

4 and G[W−w2+v+u2]
contains C4. IfN(v)∩U 6= {ui, ui+1} for some i, thenN(v)∩U ⊇ {ui, ui+2} for some i ∈ {1, 2}. If for some j 6= i, i+2, vertex uj
has at least two neighbors inW , then G[W+uj] contains K−4 and G[U−uj+v] contains C4. Hence for each j 6= i, i+2, vertex
uj has at most one neighbor inW . In particular, by (8), dU(v) ≥ 3. If NU(v) contains a triangle, say U − u4, then G[U + v]
contains K4 ∪ K1, a contradiction to the choice of H . Otherwise, we may assume that NU(v) = {u2, u3, u4}. In this case, each
u ∈ U has at most one neighbor in W , which together with (8) yields dU(v) ≥ 4. A contradiction to our last assumption
finishes the proof of Proposition 2. �
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Fix an embedding ofH ′′0 into G provided by Proposition 2. Suppose that the C4-component ofH
′′

0 is embedded into 4-cycle
(w1, w2, w3, w4) in G. LetW = {w1, w2, w3, w4}. By the choice of G,w1w3, w2w4 6∈ E(G). Since (d(w1)+d(w3))+(d(w2)+
d(w4)) ≥ 2σ2(G), we have

∑4
i=1 dG−W (wi) ≥ 2σ2(G) − 8 ≥

8n
3 − 10 >

8
3 (n − 4). Hence there exists a component of H

′′

0
mapped to a set U ⊂ V (G)with

e(W ,U) >
8
3
|U|. (10)

CASE 1. U = {v}. Since e(v,W ) ≥ 3, N(v)+ v contains K−4 and G[W − N(v)] is K1. This contradicts the choice of G.
CASE 2. U = {u1, u2} and G[U] = K2. Since e(W ,U) ≥ d16/3e = 6, we may assume that e({w1, w2},U) ≥ 3. Then

G[w1, w2, u1, u2] contains K−4 and G[w3, w4] = K2, a contradiction to the choice of G.
CASE 3. U = {u1, u2, u3} and G[U] = K3. Then e(W ,U) ≥ 9. Suppose that we cannot decompose G[U ∪ W ] into

K−4 and K3. Then by Lemma 1, there is a vertex, say w4, in W such that NW (ui) = W − w4 for i = 1, 2, 3. Since
dG−W (w1)+ dG−W (w3)+ 2(dG−W (w2)+ dG−W (w4)) ≥ 3σ2(G)− 8 > 4(n− 4), there exists a component of H ′′0 mapped to a
set U ′ ⊂ V (G)with e(U ′,W ) = dU ′(w1)+ dU ′(w3)+ 2(dU ′(w2)+ dU ′(w4)) > 4|U ′|. Since U does not satisfy this condition,
U ′ 6= U . Applying Lemma 5 with F1 = U, F2 = U0 and F3 = U ′, we again get a contradiction to the choice of G.
CASE 4. U = {u1, u2, u3, u4} and G[U] = K−4 with u1u4 6∈ E(G). Suppose that we cannot partition G[U ∪ W ] into two

K−4 or into K4 and C4. Since e(W ,U) ≥ 11, by Lemma 3, we may assume that each of w1, w2, and w3 is adjacent to each of
u1, u2, and u4 and that w4 and w2 have no common neighbors in U . Since d(w1) + d(w3) + 2(d(w2) + d(w4)) ≥ 3σ2(G),
there exists a component of H ′′0 mapped to some U

′
⊂ V (G)with dU ′(w1)+ dU ′(w3)+ 2(dU ′(w2)+ dU ′(w4)) > 4|U ′|. Note

that U ′ 6= U , since dU(w2)+ dU(w4) ≤ |U|. Then G[U ∪W ∪U ′] satisfies the conditions of Lemma 4, which proves this case.
CASE 5. U = {u1, u2, u3, u4} and G[U] = K4. If G[W ∪ U] contains two disjoint copies of K−4 , then by Lemma 2, there are

u4 ∈ U andw4 ∈ W such that (i) NW−w4(u1) = NW−w4(u2) = NW−w4(u3) = W − w4, and (ii)w4 has at most one neighbor
in U and |EG(W ,U)| = 11. Since d(w1)+ d(w3)+ 2(d(w2)+ d(w4)) ≥ 3σ2(G), there exists a component of H ′′0 mapped to
some U ′ ⊂ V (G)with dU ′(w1)+ dU ′(w3)+ 2(dU ′(w2)+ dU ′(w4)) > 4|U ′|. By (ii), U ′ 6= U . Then G[U ∪W ∪U ′] satisfies the
conditions of Lemma 4, which finishes the proof.

5. Two reductions

In this section, we prove two lemmas that will help us later to find a special subgraph H in a graph satisfying (1).
Let the microphone graph M1 be the 5-vertex graph such that a 4-vertex subgraph of M1 is K4 and the fifth vertex has

exactly one neighbor inM1.

Lemma 6. Let H be an n-vertex graph whose components are isomorphic to graphs in H = {K1, K2, C3, K−4 , C
+

5 }. Let H1 be
the graph obtained from H by replacing a copy of C+5 with a copy of the microphone graph. If an n-vertex graph G satisfying (1)
contains H1, then it contains H, as well.

Proof. Suppose not. Fix an embedding of H1 into G. Suppose that the component M1 of H1 is embedded into the subset
A = {a1, a2, a3, a4, a5} of V (G) so that G[A − a5] = K4. Since G does not contain H , we may assume that the only neighbor
of a5 in A is a4. For every W ⊆ V (G), consider the expression D(W ) = 3dW (a5) + dW (a1) + dW (a2) + dW (a3). Since
D(V (G)) ≥ 3σ2, we have D(V (G)−A) ≥ 3σ2−2|E(G[A])| ≥ (4n−3)−14 > 4(n−5), and hence there exists a component
of H1 mapped to a set U ⊂ V (G)with D(U) > 4|U|. Let A1 = {a1, a2, a3}.
CASE 1:U = {u}. By the choice ofU ,D(U) ≥ 5. Then u is adjacent to a5 and at least two vertices in A1. Hence G[A−a5+u]

contains C+5 .
CASE 2: U = {u1, u2} and G[U] = K2. By the choice of U , D(U) ≥ 9. Then some vertex of U , say u1, has at least two

neighbors in A1. If a5u2 ∈ E(G), then G[A − a5 + u1] contains C+5 and G[u2, a5] = K2. If a5u2 6∈ E(G), then the only way to
haveD(U) ≥ 9 is that u1 is adjacent to all vertices in A−a4 and u2 is adjacent to all vertices in A1. In this case, after switching
the roles of u2 and u1, the previous argument works.
Observe that in order to have D(U) > 4|U| for any U with |U| ≥ 3, we need

dU(a5) ≥ 2. (11)

CASE 3: U = {u1, u2, u3} and G[U] = K3. By the choice of U , D(U) ≥ 13. Some vertex in U , say u1, has at least two
neighbors in A1. If a5u2, a5u3 ∈ E(G), then G[A − a5 + u1] contains C+5 and G[a5, u2, u3] = K3. Hence we may assume that
N(a5) ∩ U = {u1, u2}. Then by the above dA1(u3) ≤ 1. So, to have D(U) ≥ 13, we need N(u2) ∩ A1 = N(u1) ∩ A1 = A1 and
dA1(u3) = 1. Let a ∈ A1 be the neighbor of u3 in A1. Then G[a4, a5, u1, u3, a] contains C

+

5 and G[A1 − a+ u1] is a triangle, a
contradiction.
CASE 4: U = {u1, u2, u3, u4} and G[U] ⊃ K−4 with u1u3 as the only possible non-edge. By the choice of U , D(U) ≥ 17. If

G[U + a5] contains C+5 , we are done. By (11), G[C + a5] does not contain C
+

5 only if N(a5) ∩ U = {u2, u4} and u1u3 6∈ E(G).
Therefore, there are at least 11 edges between A1 and U , and we can find a ∈ A1 and u ∈ {u1, u3} such that U − u ⊆ N(a)
and A1 − a ∈ N(u). Then G[U − u+ a+ a5] contains C+5 and G[A1 − a5 − a+ u] contains K

−

4 .
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CASE 5:U = {u1, u2, u3, u4, u5} and G[U] contains cycle (u1, u2, u3, u4, u5) and edge u2u5. By the choice ofU ,D(U) ≥ 21.
We may assume that a1 has the most neighbors in U among vertices in A1. Since D(U) ≥ 21,

dU(a5)+ dU(a1) ≥ 7. (12)

Subcase 5.1: dU(a1) = 5. If some neighbor u of a5 inU is adjacent to a2 or a3, then either of G[A−a1+u] and G[U−u+a1]
contains C+5 , a contradiction. Otherwise, e(A1,U) ≤ 15 − 2dU(a5) and hence D(U) ≤ 15 + dU(a5) ≤ 20, a contradiction
again.
Subcase 5.2: dU(a5) = 3. Since e(A1,U) ≤ 21 − 9 = 12 and dU(a1) ≤ 4, we have dU(a) = 4, for each a ∈ A1. Then a5

has at least two common neighbors in U with a1, say, u and u′. If G[U − u+ a2] ⊇ C+5 or G[U − u
′
+ a2] ⊇ C+5 , then we are

done, since in this case either of G[A− a2 + u] and G[A− a2 + u′] also contains C+5 . Otherwise, u and u
′ are the two vertices

next on the cycle (u1, u2, u3, u4, u5) to the non-neighbor of a2 in U , and the third neighbor of a5 in U is the non-neighbor
of a1. By the symmetry between a1, a2 and a3, we conclude that u and u′ are adjacent to all vertices in A1, and the third
neighbor of a5 is adjacent to none of them. Let the non-neighbors of a5 in U be ui and ui+1. Then either of G[U − a3+ ui] and
G[U − ui + a5 + a3] contains C+5 .
Subcase 5.3: dU(a5) = 4. Let ui be the non-neighbor of a5 inU . If some u ∈ U−ui−1−ui+1 has at least two neighbors in A1,

then either ofG[A−a5+u] andG[U−u+a5] contains C+5 . Otherwise, to haveD(U) ≥ 21, we need dA1(ui−1) = dA1(ui+1) = 3
and dA1(ui) = dA1(ui−2) = dA1(ui+2) = 1. Since dU(a1) ≤ 4, no vertex in A1 is a common neighbor of ui−2, ui, and ui+2. By
the symmetry between ui−2 and ui+2, wemay assume that for some distinct a, a′ ∈ A1, ui−2a, uia′ ∈ E(G). Let a′′ be the third
vertex in A1. Then either of G[A− a− a′ + ui−2 + ui+2] and G[U + a+ a′ − ui−2 − ui+2] contains C+5 .
Subcase 5.4: dU(a5) = 5. Since D(U) ≥ 21, some u ∈ U has at least 2 neighbors in A1. Then either of G[A − a5 + u] and

G[U − u+ a5] contains C+5 . �

The T -graph is the 5-vertex graph obtained from K2,3 by adding an edge connecting the two vertices of degree 3.
Equivalently, the T -graph is the 5-vertex graph obtained from K5 by deleting the edges of a triangle. Sometimes, the T -graph
is also called the book with 3 pages.

Lemma 7. Let H be an n-vertex graph whose components are isomorphic to graphs inH = {K1, K2, C3, K−4 , C
+

5 }. Let H2 be the
graph obtained from H by replacing a copy of C+5 with a copy of the T-graph. If an n-vertex graph G satisfying (1) contains H2,
then it contains H, as well.

Proof. Suppose not. Fix an embedding of H2 into G. Suppose that the T -graph component of H2 is mapped to a subset
A = {a1, a2, a3, a4, a5} of V (G) so that dA(a4) = dA(a5) = 4. Since G does not contain H , the set A1 = {a1, a2, a3} is
independent in G. For everyW ⊆ V (G), consider the expression D(W ) = dW (a1)+ dW (a2)+ dW (a3). Since D(V (G)) ≥ 3

2σ2,
we have D(V (G)− A) ≥ 3

2σ2 − 6 ≥ (4n− 3)/2− 6 > 2(n− 5), and hence there exists a component of H2 mapped to a set
U ⊂ V (G)with D(U) > 2|U|. By symmetry, we may assume that

dU(a1) ≥ dU(a2) ≥ dU(a3). (13)

CASE 1: U = {u}. By the choice of U , D(U) ≥ 3. In particular, a1u, a2u ∈ E(G). Then G[A− a3 + u] contains C+5 .
CASE 2: U = {u1, u2} and G[U] = K2. By the choice of U , D(U) ≥ 5. So, we may assume that among the edges connecting

A1 with U only a3u2 is missing. Then G[a3, u1] = K2 and G[A+ u2 − a3] contains C+5 .
CASE 3: U = {u1, u2, u3} and G[U] = K3. By the choice of U , D(U) ≥ 7. So, by (13), dU(a1) = 3 and dU(a2) ≥ 2. Then

G[U ∪ {a1, a2}] contains C+5 and G[A− a1 − a2] = K3.
CASE 4: U = {u1, u2, u3, u4} and G[U] ⊃ K−4 . By the choice of U , D(U) ≥ 9. Hence by (13), dU(a1) ≥ D(U)/3 ≥ 3. Then

G[U + a1] contains C+5 and G[A− a1] = K
−

4 .
CASE 5:U = {u1, u2, u3, u4, u5} and G[U] contains cycle (u1, u2, u3, u4, u5) and edge u2u5. By the choice ofU ,D(U) ≥ 11.

By (13), dU(a1) ≥ 4.
Subcase 5.1: dU(a1) = 5. Since dU(a2)+dU(a3) ≥ 6, some u ∈ U is adjacent to both of them. Then either of G[A−a1+u]

and G[U − u+ a1] contains C+5 .
Subcase 5.2: dU(a1) = 4. Then dU(a2) = 4 and dU(a3) ≥ 3 also. Let ui be the only non-neighbor of a1 in U . If any

u ∈ U − ui−1 − ui+1 is adjacent to both a2 and a3, then again either of G[A − a1 + u] and G[U − u + a1] contains C+5 .
Otherwise, the only possibility to have D(U) ≥ 11 is that dA1(ui−1) = dA1(ui+1) = 3, dA1(ui−2) = dA1(ui+2) = 2, and
dA1(ui) = 1.
Let aj = a1 when dA1(u1) = 3, and let aj be the only non-neighbor of u1 in A1 when dA1(u1) = 2. So, if dA1(u1) ≥ 2, then

G[A − aj + u1] contains a C+5 . Furthermore, since dU−u1(aj) ≥ 3 and u2u5 ∈ E(G), G[U + aj − u1] also contains C
+

5 . Thus,
the only remaining possibility is that i = 1. By the symmetry between a1 and a2, the only non-neighbor of a2 in U is also u1.
Hence NU(a3) = {u5, u1, u2}. Then G[A− a3+ u4] contains C+5 and G[U − u4+ a3] is the microphone graph. This means that
G contains the graph H1 obtained from H by replacing a copy of C+5 by a copy of the microphone graph. Hence by Lemma 6,
G contains H , a contradiction. �
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6. Proof of Theorem 3

Similarly to Section 4, letHn be the class of n-vertex graphswhose every component is either K1, or K2, or K3, or K−4 , or C
+

5 .
Let G satisfy the conditions of the theorem. Suppose, for a contradiction, that G does not contain some graph inHn. Among
such ‘bad’ graphs inHn choose a graph H0 with fewest components that are C+5 . By Theorem 4, H0 has a C

+

5 -component. Let
H ′0 be obtained from H0 by replacing a C

+

5 -component with K
−

4 and an isolated vertex. By the minimality of H0, there exists
an embedding of H ′0 in G. Among embeddings of H

′

0 in G, choose and fix one such that
(*) it has the largest total number of edges in subgraphs of G induced by the components of H ′0.
Suppose that the isolated vertex of H ′0 is mapped to a vertex v ∈ V (G) and a K

−

4 -component of H
′

0 is mapped to a set
W = {w1, w2, w3, w4} ⊂ V (G), where only w1w3 can be a non-edge of G[W ]. Since G[W + v] does not contain C+5 , only
the three cases below are possible up to symmetry.
CASE 1. N(v) ∩W ⊆ {w1}. For every Y ⊆ V (G), consider the expression D(Y ) = 3dY (v)+ dY (w2)+ dY (w3)+ dY (w4).

Since D(V (G)) ≥ 3σ2, we have D(V (G)−W − v) ≥ 3σ2 − (3+ 3+ 3+ 3) ≥ (4n− 3)− 12 > 4(n− 5), and hence there
exists a component of H ′0 mapped to a set U ⊂ V (G)with D(U) > 4|U|. DenoteW1 = W − w1.
Case 1.1:U = {u}. By the choice ofU ,D(U) ≥ 5. Then u is adjacent to v and to at least two vertices inW1. Hence G[W+u]

contains either C+5 or the T -graph. By Lemma 7, this contradicts the choice of G.
Case 1.2: U = {u1, u2} and G[U] = K2. By the choice of U , D(U) ≥ 9. Then some vertex of U , say u1, has at least two

neighbors inW1. If vu2 ∈ E(G), then G[u2, v] = K2 and G[W + u1] contains either C+5 or the T -graph. If vu2 6∈ E(G), then the
only way to have D(U) ≥ 9, is that both u1 and u2 are adjacent to all vertices inW1 and u1v ∈ E(G). But then after switching
the roles of u2 and u1, the previous argument works.
Observe that in order to have D(U) > 4|U| for a U with |U| ≥ 3, we need

dU(v) ≥ 2. (14)

Case 1.3: U = {u1, u2, u3} and G[U] = K3. By the choice of U , D(U) ≥ 13. Some vertex in U , say u1, has at least two
neighbors inW1. If vu2, vu3 ∈ E(G), then G[v, u2, u3] is a triangle and G[W + u1] contains either C+5 or the T -graph. Hence
we may assume that vu3 6∈ E(G) and, by (14), N(w) ∩ U = {u1, u2}. Then by the above argument, dW1(u3) ≤ 1. So, to have
D(U) ≥ 13, we need N(u2) ∩W1 = N(u1) ∩W1 = W1 and dW1(u3) = 1. In this case, G[U + v + w3] contains the T -graph
and G[W − w3] = K3.
Case 1.4: U = {u1, u2, u3, u4} and G[U] ⊃ K−4 with u1u3 as the only possible non-edge. By (14), G[U + v] contains either

C+5 , or the T -graph.
Case 1.5:U = {u1, u2, u3, u4, u5} andG[U] contains cycle (u1, u2, u3, u4, u5) and edgeu2u5. By the choice ofU ,D(U) ≥ 21.
Subcase 1.5.1: dU(v) = 5. Since D(U) ≥ 21, some u ∈ U has at least two neighbors in W − w1. Then G[U − u + v]

contains C+5 and G[W + u] contains either C
+

5 , or the T -graph.
Subcase 1.5.2: dU(v) = 4. Let ui be the only non-neighbor of v in U . If dU(ui) < 4, then G[U − ui + v] has more edges

than G[U], a contradiction to (*). So, dU(ui) = 4. Hence for each j, G[U − uj + v] contains C+5 . If follows that we are done if
for some j, uj has at least two neighbors inW . Otherwise, D(U) ≤ 3 · 4+ 5 · 1 = 17, a contradiction.
Subcase 1.5.3: dU(v) = 3. Then e(W1,U) ≥ 21 − 9 = 12. If for some u ∈ U , G[U − u + v] contains C+5 , then u has at

most one neighbor inW , because otherwise G[W + u] contains either C+5 or the T -graph. Since at most 3 edges connecting
W1 with U are missing, it yields:
(**) There is at most one u ∈ U such that G[U − u+ v] contains C+5 .
If the non-neighbors of v in U are not consecutive on the cycle (u1, . . . , u5) (in which case they are ui−1 and ui+1 for some

i ∈ {1, 2, 3, 4, 5}), then both G[U − ui−1 + v] and G[U − ui+1 + v] contain C+5 , a contradiction to (**). So we assume below
that the neighbors of v in U are ui−1, ui, and ui+1. Recall that u2u5 ∈ E(G). Up to a symmetry, there are three possibilities:
i = 3, i = 2 and i = 1. If i = 3, then either of G[U − u1 + v] and G[U − u3 + v] contains C+5 , a contradiction to (**), again. If
i = 2, then either of G[U − u1+ v] and G[U − u4+ v] contains C+5 . Thus, the last possibility is that i = 1. In this case, u1 has
at most one neighbor inW and hence some u ∈ {u3, u4} is adjacent to all vertices inW1. Then G[W + u] contains C+5 , and
G[U − u+ v] contains the microphone graph. This contradicts Lemma 6.
Subcase 1.5.4: dU(v) = 2. Then e(W − w1,U) ≥ 21 − 6 = 15. It follows that all edges connecting U withW − w1 are

present in G. Wemay assume that the neighbors of v in U are ui and either ui+1 or ui+2. Then either of G[ui, ui+1, ui+2, v, w3]
and G[W − w3 + ui−1 + ui−2] contains C+5 .
CASE 2. N(v) ∩W = {w2, w4}. Then v andW form the T -graph, and we are done by Lemma 7.
CASE 3. N(v) ∩W = {w4}. For every Y ⊆ V (G), let D(Y ) = 3dY (v)+ dY (w1)+ dY (w2)+ dY (w3). Since D(V (G)) ≥ 3σ2,

we have D(V (G)−W − v) ≥ 3σ2 − (3+ 3+ 3+ 3) ≥ (4n− 3)− 12 > 4(n− 5), and hence there exists a component of
H ′0 mapped to a set U ⊂ V (G)with D(U) > 4|U|. LetW4 = W − w4.
Proofs of the Cases 3.1 (when |U| = 1), 3.2 (when |U| = 2) and 3.4 (when |U| = 4) are exact repetitions of proofs of the

Cases 1.1, 1.2, and 1.4, respectively. Also, (14) holds if |U| ≥ 3 for the same reasons as in Case 1.
Case 3.3:U = {u1, u2, u3} andG[U] = K3. By the choice ofU ,D(U) ≥ 13. If somew ∈ {w1, w3} has at least two neighbors

in U , then G[W − w] = K3 and, by (14), G[U + v + w] contains either C+5 or the T -graph. Otherwise, e(W4,U) ≤ 5 and to
have D(U) ≥ 13, we need dU(v) = 3. In this case, we still have e(W4,U) ≥ 4 and hence somew ∈ {w1, w3} has a neighbor
in U . Then G[U + v + w] contains the microphone graph and again G[W − w] = K3.
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Case 3.5:U = {u1, u2, u3, u4, u5} andG[U] contains cycle (u1, u2, u3, u4, u5) and edgeu2u5. By the choice ofU ,D(U) ≥ 21.
The proofs of the subcases when dU(v) equals 5, 4, and 2 word-by-word repeat the proofs of the subcases 1.5.1, 1.5.2, and
1.5.4, respectively. So, we need to handle only the case dU(v) = 3.
SinceD(U) ≥ 21, we have e(W4,U) ≥ 12. Then some x ∈ {w1, w3} has at least four neighbors inU , and some x′ ∈ W4−x

(also having at least four neighbors in U) has at least two common neighbors (say u and u′) with v in U . Since vw4 ∈ E(G),
G[W−x+v+u] (and G[W−x+v+u′]) contains either C+5 or the T -graph. Hencewe are done if G[U−u+x] or G[U−u

′
+x]

contains C+5 . If neither of G[U−u+x] and G[U−u
′
+x] contains C+5 , then dU(x) = 4 and dU(x

′) = 4. Furthermore, if ui is the
non-neighbor of x in U , then the common neighbors of v and x′ in U are only ui−1 and ui+1. It follows that NU(wj) = U − ui
for j = 1, 2, 3 and NU(v) = {ui−1, ui, ui+1}. Then either of G[ui−1, ui, ui+1, v, w1] and G[W −w1+ ui−2+ ui+2] contains C+5 .
So, all cases are considered and the theorem is proved.
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